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ABSTRACT

We presenta nev modelfor representingiming information
for functionsin High-Level SynthesigHLS). We identify short-
comingsof the corventionaltiming model,whichis avery simple
modelderivedfrom the combinationalogic model,andshaw that
our new modelovercomesnary of thesedefects.In particular we
are ableto provide a unified timing modelthat describeshierar
chicalcombinationabnditerative circuitsandprovidesa compact
representatiof the information, that canbe usedto streamline
systemperformancenalysis.

We presenexperimentatesultsthatdemonstratéheeffective-
nessof our new approachanddescribean efficient algorithmto
easilycomputethe requiredtiming parameterérom a description
of thegraph.

1. INTRODUCTION

High-Level SynthesiqHLS) refersto the task of constructingan
architecturepinding andscheduleor an algorithmthathasbeen
describedht a high level of abstraction.The algorithmis usually
representedsadataflav graphwhoseverticesrepresentunctions
andedgegepresentommunicatioror dependencieslo mapsuch
adataflav graphontoanarchitecturdeitherhardwareor software)
efficiently, we needto annotatethe applicationspecificationand
architectureavith informationabouttheexecutiontimesof vertices,
andthe areautilization and power consumptiorof processinge-
sources.Thetiming informationis usedto generatea setof con-
straintsrelatedto the systemthat the actualimplementatiormust
satisfy

The conventionalmodelfor describingtiming in this context
is derived from the methodusedin combinationalogic analysis.
Here eachvertex is assigneda singlevalue (calledthe “propaga-
tion delay”) representinghe maximumdelayamongall its input-
outputpairs.

An importantrequiremenbf atiming descriptionis theability
to represensystemdhierarchically For example,Fig. 1 shavs the
circuit of afull adder If we wereto considetthis aspartof alarger
system(say a 4-bit addermadeof 4 full adders)we would pre-
fer to usethe timing informationfor the hierarchicalblock view,
ratherthantheexpandedyate-level view. Thereasorfor thisis that
algorithmsfor pathlengthcomputationsaretypically O(|V|| E|)
where|V| is thenumberof verticesand| E| is thenumberof edges
in the graph. The hierarchicalview usesl vertex and5 edgesto
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Figurel: (a) Full addercircuit. (b) Hierarchicalblock view.

representhe sameinformation asthe expandedgraphthat has5

verticesand14 edges|n large systemsthe savings offeredby us-
ing hierarchicakrepresentationareessentiato retainingtractabil-
ity. A hierarchicalrepresentatiowould also be very useful in

commonlyusedsequentiatircuitssuchasdigital filter implemen-
tations.

A major disadwantageof the corventional approachis that
it doesnot allow a hierarchicaldescriptionof the systemtiming
whenthe systemcontainsdelay elementgiterative systems}such
asthedigital filter mentionedabore. Thesedelayelementsoughly
correspondo registersin ahardwareimplementationbut aremore
flexible in thatthey do notimposethe restrictionthatall the de-
lay elementsare activated at the sameinstantof time [1, 2, 3].
This allowancefor variablephaseclockingis animportantway in
which HLS differsfrom combinationalogic implementationThe
rephasingoptimizationin [1] providesagoodexampleof how this
canbe used. Evenin sequentialogic synthesisvariable phase
clocking hasbeenconsideredn suchforms asclock skew opti-
mization[4] andshimmingdelays[5].

To the bestof our knowledge,theredoesnot appeaito be ary
othertiming modelthat addressethis issue. Using corventional
models,a complicatedsubsystentontainingsequentiaklements
will needto be representedn full in the context of the overall
systemdesign ratherthanusinga morecorvenientcondensedle-
scriptionof thetiming parameteralone.

In this paper we proposea differenttiming modelthat over-
comesthesedifficulties. By introducinga slightly more complex
datastructurethatallows for multiple input-outputpathswith dif-
fering numbersof delayelementsye areableto provide a single
timing modelthatcandescribeboth purely combinationabkndit-
erative systems.For purely combinationakystemsthe modelre-
duceswith minimal overheadto the existing combinationalogic
timing model. Furtherdetailsarealsoavailablein [6].

Ourmodelprovidescompactepresentationsf thetiming data
for large systemsWe have usedthe ISCAS 89/93benchmaricir-
cuitsto testourideasandhave obtainedpromisingresults.

V-367



In the next section,we discussthe requirementshatatiming
model mustmeet,and examinesomeof the shortcomingf the
corventionalmodel. Section3 then presentsa nev modelthat
overcomesthesedefects,and explains how it can be efficiently
storedand manipulated. Section4 presentghe resultsobtained
by applyingthe new techniqueto benchmaricircuits. Finally, we
presenbur conclusionsaandsomeinterestingdirectionsfor future
research.

2. REQUIREMENTSOF A TIMING MODEL

In orderto understandhe requirement®f timing descriptiongor
hierarchicabystemsit is first usefulto clarify certainassumptions
thataremadein describingsimplecombinationakystems.

First,the combinationatlelayof a systems themaximunde-
lay betweerary input/outputpairin thesystem.Soaftertheinputs
arestable we canwait for theamountof time specifiedby this de-
lay, andbe surethatthe outputis stable.In somecasesgespecially
in HLS, thetimeis in termsof integermultiplesof a systemclock.

For multiple-input-multiple-outpu{MIMO) systemswe as-
sumethat the inputs are synchronizedso that the overall system
canbetreatedassingle-input-single-outpySISO).Thisis acom-
mon assumptiorin combinationaltiming models[5, 7]. To see
why, considerfor examplethefull addercircuit from fig. 1. Since
theoutputdepend®n all theinputs,it is acceptabléo assumehat
the computationstartonly afterall inputsare available,thussyn-
chronizingtheinputs. It is clearthatthis assumptiorbreaksdown
when different outputsdo not dependon all inputs, but in most
casesthis is consideredan acceptabldradeof asit reducesthe
compleity of theanalysis.

For dataflav graphsusedin HLS, we useessentialljthe same
combinationaltiming modelthat is describedabove. Delay el-
ements,however, aretreateddifferently [1, 2, 3]. In sequential
logic circuits, all delaysaretreatedasflip-flopsthataretriggered
onacommonclock edge.In HLS schedulingwe assumano such
restrictiononthetiming of delays.We assumehateachfunctional
unit canbe startedat ary time (possiblyby providing a startsig-
nal).

Now we canseewhatexactly arethe usesof a timing model.
Thetiming informationassociatedvith a block is usedprimarily
for the purposeof establishingconstrainton the earliesttime that
the successoelementf the block canstartoperating(i.e. when
its outputsbecomestableoncethe inputsare applied). By using
theseconstraintsadditionalmetricscanbe obtainedrelatingto the
throughputandlateng of the system suchastheiteration period
bound whichis thesameasthemaximuntyclemean8] for single
rategraphs.Theconstraint@areusedfor determininghefeasibility
of different schedulef the system,where a scheduleconsists
of an orderingof the verticeson resourceghat can provide the
requiredfunctionality.

3. THE HIERARCHICAL TIMING PAIR MODEL

Having identifiedtherequirementsf atiming modelandtheshort-
comingsof the existing model,we cannow useFig. 2 to illustrate
theideasbehindthe new modelfor timing. In this figure, we use
t_ to referto the propagatiordelay of a block, andz_ to referto
thestarttimeof theblock. T is theiterationinterval (clock period
for thedelayelements).

To provide timing informationfor acomplex block, we should
be ableto emulatethetiming characteristicshatthis block would

Figure2: Timing of complex blocks

imply betweerits input andoutput. To clarify this idea,consider
theblockin Fig. 2. If we wereto write the constraintsn termsof
theinternalblocksz; andz,, we would obtain

Ti—x1 2t1%0 —x; 2t — 1 X T 20— 2> 1o

Now we would like to computecertaininformationsuchthat
if we wereto combinethe complec block B underthe singlestart
time z;,, we would still be ableto write down equationghatwould
provide the sameconstraintgo the environmentoutsidethe block
B. We seethatthis is achieved by thefollowing constraints:

Tp — X1 >t —xp >t +to—1 X T

In otherwords, if we assumehatthe executiontime of the block
B is given by the expressiont; + t, — 1 x T', we canput down
constraintsthat exactly simulatethe effect of the complex block
B.

In general considera pathfrom inputv; = v; to outputy, =
v, throughvertices{vy, ..., v} givenby p : v1—>va— - - - =y,
with edgese; : v;—v;41. Lett; bethe executiontime (propaga-
tion delayassumingt is a simplecombinationablock) of v;, and
letd; bethenumberof delayson edgee;. Now we candefinethe
constaint time of this pathas

k k—1
te@) =Y ti—Tx Y d;
i=1 j=1

We usetheterm “constrainttime” to referto this quantitybe-
causdt is in somesensevery similarto the notionof theexecution
time of theentirepath,but atthe sametime is relevantonly within
the contet of the constraintsystemit is usedto build. Also, we

usetheterme, to referto thesume:1 t;, andm,, to referto the

sur_nZ;:ll d;. Theorderedpair (m,, ¢p) is referredto asatiming
pair.

We thereforeseethat by obtainingthe pair (m,, ¢,) (in the
exampleof Fig. 2, ¢, = t; + t, andm, = 1), we canderive
theconstraintgor thesystemwithoutneedingo know theinternal
constructiorof B.

We canunderstandhe constraintime asfollows: if we have
a SISOsystemwith aninput datastreamz(n) andanoutputdata
streamy(n) = 0.5 x z(n—1), theconstraintime throughthesys-
temis thetime differencebetweerthearrival of z(0) ontheinput
edgeandtheappearancef y(0) onthecorrespondingutputedge.
Thisis very similar to the definition of pairwiselatenciesn [1]. It
is obviousthaty(0) canappeaonits edgebeforex(0), sincey(0)
dependsnly on z(—1) which (if we assumethatthe periodicity
of the dataextendsbackwardsaswell asforwards)would have
appearedxactly T' beforez(0). So the constrainttime through
this systemis t,,, — T, wheret,, is the propagatiordelay of the
unitdoingthemultiplicationby 0.5 andT is theiterationperiodof
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Figure3: Secondrderfilter section[3].

the dataon the system.This numbercanbe negative, andin fact,
depend®nthevaluechoserfor T'.

This descriptionof timing pairsmalesit clearthatthe actual
constrainttime of a paththroughthe graphdependsn the itera-
tionintenval T'. In particular for differentvaluesof T', it is possible
thata differentpaththroughthe circuit resultsin the largestcon-
strainttime. In otherwords, the longestpath throughthe graph
nov dependn T'. As a result, we needto efficiently compute
andstoreenoughinformationaboutall input-outputpathsso that
we caneasilyfind the actualvalue of the largestconstrainttime
betweertheinputandoutput.

An exampleof this is seenin Fig. 3, which shawvs a second-
orderfilter section[3]. Here P, and P, aredistinctl-O paths.Let
theexecutiontime for all multipliersbe 2 time unitsandfor adders
be 1 time unit, exceptfor As which is 2 time units. In this case,
for aniteration period (T") between3 and 4, P; is the dominant
path,while for T' > 4, P; is thedominantpath. Sowe now need
to storeboththese(m,, ¢, ) values.

We thereforeendup with alist of timing pairsthatmodelthe
timing of thecircuit. The actualconstraintime of the overall sys-
tem can then be readily computedby traversingthis list to find
the maximumpathconstraintime. Thesizeof thelist is bounded
above by the numberof delaysin the system(| D).

We now have a modelwherethetiming pairs thatwe defined
above canbeusedio computea constaint timeonasystemwhich
canbeusedin placeof the executiontime of thesystemin ary cal-
culations. This modelis now capableof handlingboth combina-
tionalanditerative systemsandcancapturethehierarchicahature
of thesesystemsasily Wethereforereferto it astheHierarchical
Timing Pair (HTP) Model

Thisdefinitionof constraintimealsoresultsn asimplemethod
for determiningheiterationperiodor maximumcycle meanof the
graph. Lawler’'s method[9] combinedwith the adaptve negative
cycle detectiontechniquesrom [8] providesan efficient method
of computingthe maximumcycle meanof the systemsinceit op-
eratesby fixing 7' and testingthe systemfor consisteny, using
a binary searchto iteratively improve the estimatedvalue of T'.
Becausehe constraintime of eachpathdependon theiteration
periodwhich is asyet unknawn, it is not obvious how otheralgo-
rithmsfor theMCM canbe extendedto this model.

3.1. Datastructureand Algorithms

Wenow presenganefficientalgorithmto computethelist of timing
pairsassociateavith a system.

Considera systemwheretherearetwo distinct1-O pathsP;
andP», with correspondingiming pairs(cp, , myp,; ) and(cp, , Mps ).
Tablel shavs how thetwo pathscanbetreatedbasedntheirtim-
ing pair values. We have assumedvithout loss of generalitythat

Condition Dominantpath
1| mp, = Mpy, Cpy < Cpy | Po
To<T < _°p1 73 . P

Mpy —Mpy

T> 22 p

— Mpy~Mpy

2. | mp, > Mpy, Cpy > Cpy

3. | mp, > Mpy, Cpy < Cpy | P2

Tablel: Testsfor dominanceof a path.

Algorithm 1r el ax_edge

Input: edgee : v — v in graphG; t(u) is the executiontime
of sourcevertex u, d(e) is the numberof delayson edgee;
list(u), list(v) aretiming pairlists.

Output: Usetheconditionsfrom Tablel to modify list(v) using
elementof list(u). ReturnTRUE if amodificationwasmade,
elsereturnFALSE

1: RELAXED «+FALSE
2: for all timing pairst,, from list(u) do
ta<ta + (t(u),d(e))

if to dominatesanelementf list(v) then

insertt,, adjustlist(v)
RELAXED «+TRUE

end if

8: end for

9: returnRELAXED

No g~

mp, > Mp,. Theminimumiterationinterval allowed on the sys-
temis denotedI,. This would normally be the iteration period
boundof the circuit, but may be setto a higherpositive valuefor
designsafetymamgins.

Theconditionsfrom Table1 canbe usedto find which timing
pairsarenecessaryor a systemandwhich canbe safelyignored.
For the exampleof Fig. 3, P; hasthetiming pair (0, 3) while P,
has(1, 7) with timing asassumedn section3. Thusfrom con-
dition 2 above, P, will dominatefor 3 < T < 4, and Py will
dominatefor T > 4.

The algorithm we useto computethe timing pairsis based
on the Bellman-Ford algorithmfor shortestpathsin a graph. We
have adaptedit to computethe longestpath information we re-
quire, while simultaneouslymaintaininginformation aboutmul-
tiple pathsthroughthe circuit correspondingo differentregister
counts.

Algorithm 1implementsheedge relaxationstepof theBellman-
Ford algorithm[10, p.520]. However, sincetherearenown multiple
paths(with differentdelaycounts)to keeptrackof, the algorithm
handlesthis by iteratingthroughthe timing pair lists that arebe-
ing constructedor eachvertex. An importantpointto notehereis
thattheconstraintime arounda cycleis alwaysnegative for feasi-
ble valuesof T', sother el ax_edge algorithmwill not sendthe
timing pair computationsnto anendlessoop.

Using algorithm 1, the overall timing pairs are easily com-
putedusing the Bellman-Ford algorithm [10, p.532]. The com-
plexity of the overall algorithmis O(|D||V || E|) where|D| is the
numberof delayelementdn the graph(thereforea boundon the
lengthof atiming pair list of a vertex), |V/| is the numberof ver-
tices,and|E| is thenumberof edgesn thegraph.Notethat|D| is
quite a pessimisticestimate sinceit is very rarefor all thedelays
in acircuitto beonary singledominantpathfrom inputto output.
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#timingpairs| 1 2
# circuits 21 13

3 4 5
5 4 1

Table2: Numberof dominanttiming pairs computedfor ISCAS
benchmarlcircuits.

4. RESULTS

As was mentionedin the introduction, the main benefitof the
model we proposeis in the ability to hierarchicallymodel sys-
tems. Also, the modelallows usto represengll relevant input-
outputpathsusinga list of timing pairsasdescribedn sec.3.1.
So a suitablemeasureof the merit of the systemwould beto see
the size (numberof elements)pf thelist requiredto representhe
timing behaior of agraph.

We have run the algorithmdescribedn section3.1on the IS-
CAS 89/93 benchmarks.A total of 44 benchmarkgraphswere
consideredFor thisset,theaveragenumberof verticesis 3649.86,
andtheaveragenumberof outputverticesin thesecircuitsis 39.36.

First we considerthe casewhere synchronizingnodeswere
usedto corvert thecircuit into an SISOsystem.We areinterested
in the numberof elementghatthe final timing list contains since
this is the amountof informationthat needso be stored. Table 2
shaws thebreakupof the numberof list elementsWe find thatthe
averagenumberof list elementss 1.89.

Next, insteadof assumingcompletesynchronizationye con-
sideredthe casewhereinputsaresynchronizedandmeasuredhe
numberof list elementsat eachoutput. The numberof distinct
valuesobtainedfor this wasan averageof 14.73. If we make an
additionalassumptiorthatif two list elementshave the samem,,
they arethe same,this numberdropsto 3.68. This assumption
malkes sensewhen we considerthat several outputsin a circuit
passthroughessentiallythe samepath structuresand delays,but
may have one or two additionalgatesin their paththat createsa
slight and usually ignore-abledifferencein the pathlength. For
example,the circuit s386 has6 outputs. Whenwe computethe
timing pairs,we find that3 have anelementwith 1 delay andthe
correspondingpairsare(1, 53), (1, 53), (1,57). Thusinsteadof 3
pairs,it seemgeasonableéo combinethe outputsinto 1 with the
timing pair (1, 57) correspondindo thelongestpath.

In orderto comparetheseresults,notethatif we did not use
this condensednformation structure,we would needto include
informationabouteachvertex in the graph.In otherwords,if we
accepthe (in mostcasegustifiable)penaltyfor synchronizingn-
putsandoutputswe needto storeanaverageof 1.89termsinstead
of 3649.86.

We have not consideredhe caseof relaxingthe assumptions
on theinputsaswell. This would obviously increasethe amount
of datato be stored,but aswe have argued, our assumptiornof
synchronizednputsandoutputshasavery strongcasen its favor.

We have alsocomputedhetiming parameterfor HLS bench-
markssuchasthe elliptic filter and 16-pointFIR filter from [3].
Theseare naturally SISO systemswhich malkes the synchroniz-
ing assumptionsinnecessarylf we allow the executiontimesof
adderandmultipliersto vary randomly we find thatthe FIR filter
hasa numberof different pathswhich can dominateat different
times. The elliptic filter tendsto have a singledominantpath,but
eventhis informationis usefulsinceit canstill be usedto repre-
sentthe filter asa singleblock. In general,systemswhich have
delayelementsn thefeed-forward section suchasFIR filters and
filters with both forward andbackward delays,tendto have more

timing pairsthansystemswvherethe delayelementsarerestricted
to arelatively smallamountof feedback.

5. CONCLUSIONSAND FUTURE DIRECTIONS

We have presentedhe HierarchicalTiming Pair model,andasso-
ciateddatastructuresandalgorithmsto providetiming information
for usein theanalysisandschedulingpf dataflav graphs.We have

shavn thattheHTP modelovercomesnary limitationsof thecon-
ventionaltiming models,while incurring a negligible increasein

compleity.

Using the examplesof the ISCAS andHLS benchmarkswe
have demonstratethepower of ourapproachandhave shovn that
if we canacceptthe assumptiorof synchronizingnodes,we can
obtainareductionby severalordersof magnituden theamountof
informationaboutthe circuit thatwe needto storein orderto use
its timing informationin the contet of alargersystem.

It appearghatthe HTP modelcanbe efficiently extendedto
alsoincludemulti-rate systems.With certainsimpleassumptions
ontheregularity of behaior of suchsystemsthey canbeanalyzed
in the sameframenork as single rate systems.We are currently
working on extendingthe HTP modelto suchmultiratesystems.
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