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Abstract

Wireless sensor network systems depend on many inter-
related system parameters. The associated design space is
vast, and effective optimization in this space is challenging.
In this paper, we introduce a system-level design method-
ology to find efficient configurations for an application-
specific sensor network system where optimization of energy
consumption is a primary implementation criterion. This
methodology incorporates fine-grained, system-level energy
models; analyzes critical parameters of candidate off-the-
shelf components; integrates the associated parameters into
a comprehensive optimization framework; and applies op-
timized configurations to the actual hardware implementa-
tion of the targeted sensor network system. The results of
fidelity analysis of the models that underlie our optimiza-
tion framework together with the results of our hardware
implementation demonstrate the accuracy and applicabil-
ity of our methodology and supporting tools for optimized
configuration of application-specific sensor networks.

1. Introduction

Generally, wireless sensor network (WSN) nodes com-

bine four subsystems under constraints of limited hardware

resources, very small size, and low cost. These subsys-

tems are for computation, communication, sensing, and

power [2, 7, 11]. For demonstrating any developed sen-

sor network applications on real hardware platforms for the

sensor nodes, users usually need to design experimental

prototyping platforms for WSN systems by drawing from

an increasing variety of off-the-shelf hardware and software

components. Such components are often reconfigurable

with different parameters across a range of settings to allow

users to tune the functionality and associated implementa-

tion trade-offs. Building a complete WSN system is compli-

cated and time consuming, and the design space associated

with optimization of WSN configurations is vast due to the

combinatorial growth of admissible system configurations

and the complexity of interactions among component and

system parameters. For efficient design space exploration

in this challenging context, we introduce a system-level de-

sign methodology for prototyping WSN systems with op-

timized configurations for energy efficiency. By using off-

the-shelf components for data processing, communication,

control, and optimizing their configuration settings compre-

hensively in the context of the targeted application, our ap-

proach integrates advantages of commodity hardware (reuse

of intensive component-level verification and optimization)

and of application-specific, system-level analysis. Such an

integration is highly useful for wireless sensor network ap-

plications, which must often satisfy severe constraints on

size, energy consumption, and cost.

To support the methodology, we have developed a Java-

based software tool that is based on careful modeling and

extensive optimization of sensor network components along

with their associated configuration options. The optimiza-

tion approach in our tool is based on a general strategy

called particle swarm optimization (PSO), which was intro-

duced in [6] as a population-based, optimization technique

for simulating the social behavior of individuals. In our pro-

totyping methodology, we have developed a generic PSO

package along with novel plug-ins to this package that pro-

vide customizations for WSN-related optimization. Given

a user-defined sensor network, mutable and immutable pa-

rameters for configuring components and system param-

eters in the network, and application-specific models for

evaluating the relevant design evaluation metrics as a func-

tion of the network configuration, our optimization frame-

work derives an efficient WSN configuration that is opti-

mized for minimum energy consumption. Due to the ac-

curacy of the evaluation methods employed in our opti-

mization framework, the effectiveness of the optimization

approach, and the thoroughness with which configurations

are managed, solutions derived from the framework can be

mapped efficiently into hardware/software implementations

of complete, application-specific WSN systems.
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2. Related work

Akyildiz et al. [2] provide a comprehensive survey on ap-

plications, design factors, and communication architectures

for WSN, including elaboration on the physical constraints

on sensor nodes and protocols proposed in all network lay-

ers. Various research groups have built sensor node plat-

forms with interesting combinations of features [1, 4, 7, 8].

These approaches generally involve off-the-shelf compo-

nents, and include detailed measurement of power con-

sumption or performance analysis from the constructed

platforms. However, few such works are integrated with

strategies for system-level modeling and optimization.

Singh et al. [12] discuss system-level trade-offs related

to energy costs of state-of-art WSN technologies. An inte-

grated, system level model and energy trade-off analysis is

presented for application development in wireless networks.

Jin et al. [5] discuss an approach to sensor network opti-

mization of systematically clustering groups of WSN nodes

using a genetic algorithm. In this paper, the authors discuss

how clustering is an NP hard problem, and outline a method

to determine an efficient selection of cluster heads using a

genetic algorithm approach.

The technique of particle swarm optimization (PSO) [6]

has been the subject of extensive research in recent years.

Due to the simplicity of its implementation and the small

number of parameters involved in its fine tuning, PSO has

been used to solve optimization problems in a wide vari-

ety of applications. For WSN, the PSO approach has been

adopted in [13] to optimize clustering techniques.

Our work differs from these approaches in that our ap-

proach aims to provide a more general methodology and

associated computer-aided design tool for taking into ac-

count arbitrary combinations of WSN network configura-

tion parameters and their interactions. The reason why we

choose PSO as our optimization strategy is not only be-

cause the PSO-based approach converges relatively quickly,

which we demonstrate from our experimental results, but

also because it maintains the features of flexibility and scal-

ability for integration with user-defined evaluation models

and application-specific configuration formats. These fea-

tures are especially useful for supporting optimized, energy-

efficient configuration in the rapid prototyping of WSN sys-

tems with arbitrarily chosen components and parameters.

3. System-level energy modeling

For finding effective application-specific sensor network

configurations based on energy consumption considera-

tions, a system-level energy model is required for our design

methodology. System-level energy consumption is deter-

mined by processors and communication interfaces, hard-

ware configurations, and the dependencies imposed by the

application. This integrated energy model is used in our op-

timization framework so that alternative system configura-

tions can be evaluated by running simulations for estimating

system-level energy consumption. The resulting approach

to system-level modeling is one important contribution of

this paper, and this contribution helps us to more compre-

hensively explore the design space of a sensor network ap-

plication.

3.1. A WSN-based Application Example

To illustrate the system-level modeling and evaluation

capabilities of our optimization framework as well as the

implementation of derived WSN configurations on our pro-

totyping platform, we have developed an example of a

WSN-based line-crossing application, where all the sensor

nodes are placed as a linear network topology. Each node

runs according to a TDMA scheme with three operation

modes of transmission, reception, and idle status for pre-

venting collisions during wireless communication.

Each sensor node enables its associated microphone sen-

sor when it enters transmission mode and senses an acoustic

signal from the environment. Whenever the sensed data is

above a user-defined threshold, a message will be encoded

with a data token as well as a node ID and a header from

memory for transmission to the next node. The data token

involved here is formatted with a separate bit for each node.

Thus, once a token arrives the base station, it can easily be

decoded to determine whether a moving body has crossed

the line of sensor nodes, and if so, which nodes were closest

to the line crossing event.

In the reception mode, a sensor node needs to enable its

transceiver and wait for a message to arrive from the pre-

vious node in the sensor array. Upon receiving a message,

the node will decode the message and compare its contents

with the expected header and node ID. If both comparisons

match, the data token will be stored into memory, and the

node will wait for its next transmission slot according to the

TDMA scheme. When a sensor node enters the idle mode,

the microcontroller powers down the transceiver and sen-

sor devices, and then it enters a low-power mode as well to

save power throughout the rest of the idle interval. Figure

1 illustrates the operation of this WSN-based line-crossing

application, as well as the associated TDMA operations.

3.2. Network-level Energy Modeling

We classify our system-level cross-layer energy models

into the two levels of network-level and node-level mod-

eling. For our network-level modeling, we first define a

network topology based on a graph-based representation of

the application, and then we identify the critical parameters

that can affect energy consumption throughout the system.
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Figure 1. A WSN-based line-crossing ap-
plication shown with the associated TDMA
scheduling.

Next, we formulate constraints associated with maintaining

the minimum acceptable functionality from the overall ap-

plication. Then, based on methods presented in [10], we

derive a power model that represents the minimum received

power strength at a given node for correct communication

of data across nodes. Here, we assume that nodes can re-

ceive the correct data pattern as long as the received power

strength is above a particular threshold.

For example, for a line crossing application with N
nodes, the topology is illustrated in Figure 1, and is spec-

ified by G = (V,E), where V = {v1, . . . , vN}, and

E = {(vi, vi+1 ), 1 ≤ i ≤ N − 1}. The WSN-related

parameters associated with this application are given by

PT (e), PR(e), A(v), d(e), and fc, where PT/R(e) are the

transmitted/received power values associated with the edge

e in the network topology; A(v) is the effective area of the

antenna for the node v; d(e) is the distance between the

transmitter and receiver that is associated with the edge e;

and fc is the carrier frequency. Based on these parame-

ters, the power model described above can be formulated as

PR(e) = ( λ
4πd )2·PT (e)·GT ·GR, where GR = 4π·A(v)

λ2 , and

λ = c
fc

give the receiver antenna gain and wavelength, re-

spectively; c represents the speed of light; and GT gives the

transmitter antenna gain. Our goal in network-level model-

ing and optimization is to find the minimum PT (e) for each

node so that the energy consumption of the whole system-

level application can be minimized while maintaining the

functionality of the application.

3.3. Node-level Energy Modeling

A sensor node platform typically consists of a micro-

controller for data computation and peripheral control, a

transceiver for communication with other nodes, one or

more sensors for data acquisition, and a battery for energy

support. Based on the assumed scheme of TDMA opera-

tions in the network, we have integrated various models of

node-level energy consumption for data acquisition, com-

putation, and packet transmission. For the energy modeling

of the data computation, we consider both the usual formu-

lation for the power consumption in data processing [9] and

the usage of peripherals by the microcontroller. In this con-

text, the MSP430 microcontroller from Texas Instruments

is our targeted microcontroller platform.

For energy modeling of the transmission mode, we

model the active time for each device that is used in this

mode. For example, the active time for the CPU core, A/D

converter, UART, timer, and transceiver can be modeled, re-

spectively, with the following equations:

fclk = (2.14 · Vcc + 0.296)MHz

tcpu−active |tx =
Ncpu−active

fclk
|tx

tADC−active |tx = tsample +
13 · ADCCLK

5 × 106

tUART−active |tx = tUART−startup +
M

R

tradio−active |tx = tradio−startup +
M

R

Using these models of active time, the energy consump-

tion in transmission mode can be modeled according to

Ets
|tx = (Emcu + Eradio + Esensor )|tx

= Ecpu−sleep + Ecpu−active+
EADC−active + EUART−active+
Etimer−active + Esensor−active+
Eradio−sleep + Eradio−active

Ecpu−sleep = Icpu−sleep · Vcc · (ts − tcpu−active)

Ecpu−active = C · Vcc
2 · fclk · tcpu−active+

(Vcc · I0 · e
Vcc

n·VT ) · tcpu−active

Eradio−sleep = Iradio−sleep · Vcc · (ts − tradio−active)
Eradio−active = Iradio |tx · Vcc · tradio−active+

(Pout · tradio−active)
Esensor−active = Isensor−active · Vcc · tADC−active

The equations above are formulations that we have de-

rived to provide energy models for data acquisition, com-

putation, and transmission for sensor, microcontroller, and

transceiver devices. We also need models for peripheral

control in the microcontroller. Here, for the internal de-

vices in the microcontroller, we just use the average current

consumption values for calculations because it is difficult to

observe the actual current variations of each internal device

on a chip. Thus, we employ models of the following forms:

EADC−active = IADC · Vcc · tADC−active

EUART−active = IUART · Vcc · tUART−active

Etimer−active = Itimer · Vcc · ts
For energy modeling in reception mode, where the sen-

sor stays in a powered-down state, for example, the energy



consumption can be modeled by using a similar approach

as in transmission mode. The resulting models can be for-

mulated as follows.

tcpu−active |rx =
Ncpu−active

fclk
|rx

tUART−active |rx = tUART−startup +
M

R
Ets

|rx = (Emcu + Eradio)|rx
= Ecpu−sleep + Ecpu−active+
EUART−active + Etimer−active+
Eradio−active

Ecpu−sleep = Icpu−sleep · Vcc · (ts − tcpu−active)

Ecpu−active = C · Vcc
2 · fclk · tcpu−active+

(Vcc · I0 · e
Vcc

n·VT ) · tcpu−active

Eradio−active = Iradio |rx · Vcc · ts
Also, the corresponding energy model for using the in-

ternal devices (UART and timer devices) in the microcon-

troller in reception mode are represented in the same way as

in transmission mode.

For energy modeling of the idle mode, we need to con-

sider that a typical sensor node platform can be turned off

so that there is no execution of operations for computation

nor communication. After such turning off, the microcon-

troller and transceiver remain in power saving states until

they are activated again. For this scenario, energy models

can be derived as follows:

Ets |idle = (Emcu + Eradio)|idle

= (Ecpu−sleep + Etimer ) + Eradio−sleep

= (Icpu−sleep + Itimer + Iradio−sleep) · Vcc · ts
Note that a timer is required in our assumed implemen-

tation target for coordinating TDMA operations. Thus, the

energy consumption for that timer device is considered in

the energy model for each mode. Table 1 summarizes the

symbols that we use for the energy models that are devel-

oped in this section.

4. Optimization framework

As discussed in Section 1 , our optimization strategy is

built around the framework of particle swarm optimization

(PSO).

4.1. Overview

In our exploration tool, PSO is implemented as a generic

optimization package using Java, and used as a search tech-

nique for exploring combinations of mutable components.

Table 1. Notation for energy modeling.
Symbols Description Symbols Description 
Ncpu-active number of clock cycles executed by CPU fclk processor clock frequency 

tradio-startup
startup time from power-on to valid 
transmit/receive ADCCLK sampling cycles for ADC device 

ttx/rx transmit/receive on time Pout transmission output power 
ts slot time C total switching capacitance 

tdevice-active
active time for devices:  
ADC, UART, or timer M transmission message length 

tsample ADC sampling time R data rate 
tUART-startup UART startup time I0 processor leakage current 

Isleep
average current consumption in sleep mode 
with respect to corresponding devices VT processor threshold voltage 

Idevice
average current consumption for device: 
ADC, UART, or timer 

Mutable parameters are defined as parameters that can be

tuned during design space exploration. In our PSO pack-

age, a swarm of particles is initialized with random particle

positions and velocities, and then this swarm is iteratively

operated on to explore the underlying design space until

a pre-specified exit condition is satisfied. Specifically, the

condition for exiting is that either a solution is found having

a cost function value that is within a pre-specified range, or

a fixed maximum number of iterations has been completed.

An interfacing class is included to serve as a connection

layer between an application that uses PSO and the PSO

package itself. The role of this interfacing class is mainly to

convert input information from the application-specific for-

mat into swarm particle data, and to format swarm results

to be displayed as output.

The application-specific part consists of implementa-

tions of the fitness evaluator (i.e., the mapping of candidate

solutions into values of the relevant cost function), and the

move algorithm for particles, in addition to class extensions

needed for the application representation. In particular, the

fitness evaluator and the application-specific classes com-

ply with the requirements of the line-crossing application

model described in Section 3, with the cost function being

derived from the corresponding system-level energy models

of the sensor network. Another application-specific addi-

tion to PSO comprises the extension of the coordinate class

model to include properties pertaining to the sensor network

application. That is, a WSN particle’s coordinates are a rep-

resentation of the sensor node properties, and of the network

parameters being optimized.

4.2. Estimation of Fidelity

We calculate the fidelity of the estimator employed in the

optimization framework based on the results of simulated

vs. measured energy consumption, where in these experi-

ments we continue to use the linear, line-crossing applica-

tion as the driving application example, and for each simu-

lated configuration, we evaluate the same configuration on

our hardware testbed (see Section 5) to obtain a correspond-

ing measured energy consumption result. The estimator is

based on the energy models developed in the previous sec-

tion and is used for simulation-based fitness evaluation of
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Figure 3. WSN prototype platform.

candidate solutions. In this way, the user-defined evaluation

model in the PSO framework can be shown to have high ac-

curacy compared to the measured results. Thus, solutions

obtained from PSO can be applied with high confidence to

build a prototype system. For the equations of fidelity cal-

culation, we refer the reader to [3] for more details on this

model for estimation of fidelity.

For experimenting with the calculation of fidelity for our

optimization framework, we generated 20 design points,

where each design point consists of three critical parameters

from the models, in particular, Vcc , ADCCLK , and Pout .

We uniformly distributed the Vcc values and randomly se-

lected values for the other two parameters over the 20 de-

sign points. From these experiments, we obtained a fidelity

value of 0.89474 (from the detailed fidelity formulation in

[3], a fidelity value of 1 corresponds to perfect fidelity). Fig-

ure 2 shows the measured and simulated energy consump-

tion results for our fidelity calculation.

5. Implementation and evaluation

Our experiments have been carried out with a proto-

type WSN platform, illustrated in Figure 3, that we have

developed at the University of Maryland. The platform

is equipped with a Texas Instruments MSP430 microcon-

troller and an 916MHz transceiver.

For evaluating WSN-related optimized configurations,

we implemented the line-crossing application described in

Section 3.1, and we conducted experiments with mutable

parameters chosen in Section 4.2 to compare energy con-

sumption results associated with simulation from the PSO-

based optimization framework, and measurement from the

Table 2. Settings of immutable parameters
with values.

immutable 
parameters values immutable 

parameters values immutable 
parameters values

Ncpu-active|tx 579 Icpu-sleep 200uA R 9600bps
Ncpu-active|rx 309 Isensor-sleep 200uA fclk 8MHz
tcpu-active|tx 0.072ms IADC 300uA C 100pF
tcpu-active|rx 0.039ms Itimer 300uA I0 2mA
tradio-startup|tx 3mA Iradio-sleep 200uA ts 125ms
tADC-active 53.6us IUART 300uA tradio-active 6.33ms
tradio-startup|rx 6ms N/A N/A N/A N/A 
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Figure 4. Plot of current consumption mea-
sured from the prototype platform.

constructed prototype platform. In addition, in our exper-

iments we employed the settings in Table 2 as immutable

parameter values.

The measured current consumption result from one node

on the prototype platform is shown in Figure 4(left). We

used a 4GHz digital phosphor oscilloscope to measure the

corresponding voltage variations on each platform for 10

time frames of execution, where each time frame takes 8

TDMA time slots with 125ms for each time slot. The ac-

tual energy consumption on the prototype platform can be

calculated according to: E =
∫

t
P (t)dt. The experimen-

tal results of the optimized configurations for the whole

5-node line-crossing application through our optimization

framework are shown in Figure 4(right). We compared the

results from the simulation of the optimization framework

and measurement from the corresponding implementations

on our WSN testbed. For these comparisons, we chose 20

particles with c1 = c2 = 2.0 and ω = 0.95 when running

the PSO optimization algorithm for the experiment.

We conducted our test runs for simulation by varying the

tightness of the binding restriction around the target “opti-

mum” value. That is, since our fitness function measures

the absolute offset from a pre-specified target value, we

changed the range in which a fitness value that is not ex-

actly equal to the target will nonetheless be considered as an

acceptable solution, and trigger termination of the search.

In the example of the 5-node line-crossing application, we

chose the target optimum value as 0.05(J) for total energy

consumption during one simulation time frame. One set of

candidate results generated from our optimization frame-

work for configuring the whole application with chosen

mutable parameters and a binding constraint of 0.0013 are



Table 3. Candidate result for configuring the
5-node line-crossing application with binding
constraint ±0.0013.

Node I.D. Vcc(V) ADCCLK(CC) Pout(dBm) d 
1 5.25 1024 -10 15.79 
2 4.59 1024 -3 28.13 
3 3.81 1024 -7 27.85 
4 3.94 512 -11 10.62 
5 3.70 256 -8 11.79 

Table 4. Number of iterations and percentage
of runs that found a solution using various
binding values.

binding
constraints ±0.0011 ±0.00115 ±0.00117 ±0.0012 ±0.00125 ±0.0013 

avg.
iterations 5.67 10.5 8.5 6.43 5.25 6.67 

rate of 
success 30 50 60 70 80 90 

listed in Table 3. From such candidate results, we can verify

that required transmission power increases with distance,

and we can quantify this fundamental dependence in terms

of the technology that we are using in our targeted platform.

We noted the number of iterations the program per-

formed before reaching a solution within the range of each

exit bound imposed on the search. For each binding con-

straint, 10 runs were performed, and the average numbers

of iterations from these runs are shown in Table 4. Also,

Table 4 shows the ratio of the number of solutions found

out of each set of 10 runs when we conducted our tests for

each of the binding constraints. While running on a 1GHz

Intel Pentium workstation with 512MB RAM, the average

time for converging to the optimal solution is approximately

2 seconds if a solution can be found; otherwise, the aver-

age time for evolving the swarm through 4000 iterations

(the maximum number of iterations allowed before the opti-

mization terminates) and 20 particles is approximately 150

seconds. From these results, we observe that the PSO can

explore a vast design space with a relatively high speed of

convergence (the speed for finding a solution), and the re-

sults for the rate of success confirm our expectation that

a tighter binding constraint around the target results in a

smaller percentage of successful runs.

6. Conclusions

This paper has explored a system-level design method-

ology to derive optimized configurations for prototyping

application-specific, wireless sensor networks. In this pa-

per, we have proposed a number of fine-grained, system-

level energy models as efficient evaluation metrics in the

PSO-based framework for WSN system analysis and opti-

mization. To demonstrate the efficacy of our models and

optimization methods, we used configurations that were de-

rived from our optimization framework to map a practical

WSN application into complete hardware/software imple-

mentations. From these implementations, we analyzed var-

ious parameters from the models that we employed, and we

calculated the fidelity of the high level estimation methods

used in our optimization framework. Our results showed

that, relative to their high level of abstraction and efficiency

in exploring the design space, our integrated models and

estimation techniques result in a high accuracy of relating

candidate solutions during optimization to their equivalent

realizations as actual WSN system implementations.
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