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Abstract—In the past, primary focus has been given to novel
sensor elements for deployment against urban terrorists and in
limited force engagements. The issue explored in this paper is the
adequacy of electronic system support for these new sensing ele-
ments. For example, ad hoc distributed networks must lie dormant
for long periods of time and ‘“‘come alive” when threats are nearby.
This presents a unique challenge in the storage, generation, and
management of power. In this paper, we demonstrate designs
of processor algorithms and telecommunication protocols that
alleviate current power-system shortcomings for these stationary
networks. These advances include: 1) low-power protocols for data
fusion and fault tolerance and 2) system-level energy modeling
and analysis. As a concrete example, we define a distributed sensor
support system for line crossing recognition. We demonstrate
that threat detection is a system-level problem. Single elements of
the system chain individually have small impact on overall per-
formance. Through the development of a preamplifier/amplifier
chain for optimum signal-to-noise (S/N) ratio, we show the degree
to which system-level architecture can improve reliable detection.
Specifically, the use of sensor redundancy to improve performance
is analyzed from a statistical basis.

Index Terms—Distributed algorithms, low-power modeling,
system-level developments, wireless sensor networks.

1. INTRODUCTION AND RELATED WORK

ENSOR support systems, such as wireless sensor networks

(WSNs), address a great diversity of asymmetric defense
and security applications. They include chem/bio threat detec-
tion, explosive detection, intrusive detection, and battlefield
surveillance [1]. In many circumstances, sensor nodes are
densely deployed in areas that are dangerous or, otherwise,
inaccessible to humans. Thus, nodes must communicate with
one another wirelessly through self-organizing protocols [2],
[3]. Often, when designing such a distributed sensor system,
the size of individual sensor nodes should be small enough so
that they can easily be hidden in the environment. Issues of
energy and power consumption are especially important due
to the requirement of extended system lifetime [4]. A long
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autonomous system lifetime is an important evaluation metric
for sensor support systems since any system is required to
stay alive as long as possible. Also, fault tolerance features of
the system are desired so that the system functionality can be
reliably maintained.

Design of each element in a sensor support system is, in it-
self, a research topic. For example, Fig. 1 shows a typical block
diagram for a system platform that consists of distinct single ele-
ments. In order to extend the system lifetime, low-power design
of single elements for a sensor node platform has been exten-
sively studied in recent years (e.g., see [5] and [6]). However,
few of these design techniques for lifetime improvement have
been discussed from a system-level point-of-view.

In this paper, we consider the design of sensor support sys-
tems for threat detection as a system-level problem. Here, the
system-level problem is defined to be considered at the applica-
tion level, protocol level, physical design level, and performance
modeling level. For example, it includes algorithm streamlining,
communication protocol configuration, and hardware/software
implementation. We target system lifetime as the key system-
level optimization objective and present our designs and ex-
periments all aimed at lifetime improvement. This includes in-
tegration of a sensor support system for threat detection with
single-element designs; system-level energy modeling and anal-
ysis; and simulation-based experimental results.

We start with the introduction of a distributed sensor network
for line-crossing recognition as a threat detection application.
This system is sensor supported with an acoustic sensor installed
on each sensor node. Threats are detected via acoustic signals.
The purpose of this system is to periodically reach consensus
in deciding whether or not an object (“intruder”) has crossed a
specific boundary (“line”) in a noisy environment that is con-
tiguously monitored. Furthermore, upon detecting an intrusion,
the system determines where the line was crossed (i.e., between
which nodes in the line). For example, in Fig. 2, the sensor nodes
are placed in a circle inside a room. In this practical config-
uration, the system recognizes when and where a subject has
crossed the circle through an integrated application, protocol,
and system architecture development.
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Fig. 2. An indoor environment scenario with the use of the threat detection
system for line-crossing recognition.

When we consider lifetime improvement at the system level,
the energy consumption of each sensor node in the system
must be carefully optimized to increase system lifetime. Ex-
perimental results presented in [7] and [8] show that the power
consumption for communication devices such as transceivers
dominates overall power consumption on a sensor node. There-
fore, for application-level algorithm development, we develop a
lightweight distributed algorithm for line-crossing recognition
so that the transceiver use time—in terms of the data size (de-
coded payload bits) to be communicated—can be minimized.
Furthermore, for protocol-level consideration, all sensor nodes
in such a threat detection application communicate with each
other through an efficient, wireless time-division multiple-ac-
cess (TDMA) protocol so that each node can transmit and
receive at designated time slots, and can “sleep” during other
times for energy savings. The packet routing path for such an
application is based on a ring topology.

In [9], Hirschberg and Sinclair proved an upper bound of
O (log N) on the number of bits that are sent by every node
during a consensus task of N nodes arranged in a bidirectional
ring topology. Every node that executes its algorithm has an
initial input, and has no additional inputs during its execution.
In [10], Dinitz et al. proved an upper bound of O(N) on the
number of bits that is sent by all nodes during a consensus task
of N nodes arranged in a tree topology (a chain topology is a
special case). This proof is based on the collection of informa-
tion with feedback (CIF) algorithm. Every node that runs the
CIF algorithm may have an initial input without additional in-
puts during its execution. After one round that includes two
phases—the “collect” phase and “feedback” phase—all nodes
reach consensus.

In our proposed distributed algorithm—in contrast to the ap-
proaches described above—each node can obtain many inputs
(i.e., either from the received data or from the sensed data)
during its execution, and based on these inputs, all of the nodes
decide whether or not a subject is approaching and crossing
the given line. Also, our algorithm has the property that ei-
ther O(log C') or O(log N) data bits are needed depending on
the protocol stage (i.e., synchronization stage or communica-
tion stage), instead of O (V) bits. Furthermore, during most of
its lifetime, our system communicates with only O (log C') data
bits. Here, C—a design parameter—is the minimum number of
nodes that must sense the subject in order to reach consensus
that an intruder is approaching and crossing the line. Higher
values of C' provide higher system accuracy at the expense of
higher communication requirements and higher recognition la-
tency. Since energy consumption during transmission and re-

ception is high, our approach reduces energy consumption sig-
nificantly by reducing the number bits that need to be commu-
nicated for overall system operation.

Any sensor support system currently envisioned monitors
threats in a noisy environment. False detection is inevitable
at some level. This, in turn, creates unnecessary energy con-
sumption especially if the monitored environment is severely
noisy. We propose a novel design for a low-power preampli-
fier/amplifier chain (or called amplifier concisely) with ultra
high signal-to-noise (S/N) ratio for preventing such a false de-
tection problem and reducing redundant energy consumption.
Our amplifier is designed to use low-noise read-out circuitry,
including a preamplifier and shaping amplifier, to increase
the S/N ratio. The shaping amplifier is used to achieve two
conflicting goals. The first goal is to increase the S/N ratio by
restricting the bandwidth. A large bandwidth will increase the
noise without increasing the signal. The pulse shaper takes a
narrow pulse and turns it into a broader, gradually rounded
peak. The second goal is to limit the pulse width in order to
measure consecutive signal pulses without pileup or overlap.
A tradeoff exists because reducing the signal pulse width will
increase the signal rate but at the expense of higher noise.
Optimum shaping depends on the desired application. In this
case, the goal is to increase the S/N ratio in detector sensors.
Therefore, the main focus will be on limiting the bandwidth to
achieve a higher S/N ratio. The readout array results show that
the S/N ratio is significantly improved compared with previous
work [11] done in this field.

References [8], [12], and [13] are preliminary summaries
of the communication protocol, energy modeling, and pream-
plifier design aspects of this work, respectively. This paper
presents these works in more depth by analyzing system-level
energy consumption and improvement, and also presents the
integration of these works into a complete, operational line
crossing recognition system, which forms the main contribution
of this paper. By developing such a complete system and the
corresponding analysis, we demonstrate that sensor design is a
system-level problem, and we examine how key system-level
design decisions affect overall performance.

The rest of this paper is organized as follows. Section II
introduces a distributed sensor support system for line-crossing
recognition as a threat detection application, as well as an
associated communication protocol for low-power operation,
data fusion, and fault tolerance. Section III shows our novel
design for a low-power, low-noise preamplifier/amplifier
chain for high capacitance sensors. Section IV analyzes the
system lifetime for our integrated system through a proposed
system-level energy modeling approach. Experimental results
for the discussed sensor support system are shown in Section V.
Finally, Section VI concludes this paper.

II. DISTRIBUTED SENSOR SYSTEM FOR
LINE-CROSSING RECOGNITION

A. Lightweight Distributed Algorithm for Line-Crossing
Recognition

Our proposed distributed system uses a TDMA-based
communication protocol that consists of two stages: syn-
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0 function receiveMode() {
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function transmitMode() {

1 (Frx, CM, ID, Cgiobai OF Msense OF MAXsense) = receiveOp(period Trx); switch CM then
2 if (Frx is true) then “phase 0, round 0”:
3 switch CM then update CM to “phase 0, round 0”
4 “phase 0, round 0”: transmitOp(CM, ID, Cg,);
5 update Cgq from the least 3 bits of the received message.
6 if (Fsen is true) then “phase 1, round 1”:
7 if (Fapp is false and Csen is 0) then update CM to “phase 0, round 0”
8 increment Cgo; transmitOp(CM, ID, Mg.,);
9 set Fi,c to true;
10 increment Cgen; “phase 1, round 1”:
11 update CM to “phase 0, round 0”
12 if (Fapp is false) then transmitOp(CM, ID, MAXqn);
13 if (Cgio is larger than Cg) then }
14 set Fapp to true;
15 else
16 if (Fsen is false and Fi,¢ is true) then
17 decrement Cgo;
18 set Finc to false;
19
20 if (Cgio €quals to 0) then
21 update CM to “phase 1 and round 07; N: number of nodes
22 set Mgen tO Csen; Frx: local received flag
23 Fapp: global approaching flag
24 “phase 1, round 0”: Fine: local incremented flag for Cgiopbai
25 if (phase equals to 0) then Fsen: local sensed flag
26 update CM to “phase 1 and round 0”; phase: phase indicator
27 if (the least 6 bits of the received message is less than round: round indicator
28 Csen) then CM: control mode message
29 set Mgen t0 Cgen; Cgio: global sensed counter
30 else Csen: local sensed counter
31 set Msgqn to the least 6 bits of the received message; Cga: global sensed threshold
32 else Mgen: local maximum sensed count
33 update CM to “phase 1 and round 17; MAXen: global maximum sensed count
gg set MAX.n to the least 6 bits of the received message; Trx: maximum waiting time for receiving message
36 “phase 1, round 1”: receiveOp: hardware-controlled receiving
37 set MAX.en to the least 6 bits of the received message; operations
38 if (round equals to 0) then transmitOp: hardware-controlled transmitting
39 update CM to “phase 1 and round 17; operations
40
41 if (MAXsen equals to Ceen) then
42 “the subject crossed the line near node /”;
43 reinitialize the system;
44}
2 bits 3 bits 3 bits
Phase 0 « > > >
Node ID Global Counter
Control Message
Sense Gounter
Phase 1 < > >

2 bits

6 bits

Fig. 3. Pseudocode specification for our distributed algorithm for line-crossing recognition and an illustration of data packet structure.

chronization and communication. The maximum number
of nodes (upper bound) is determined according to the ac-
tual environment where the system needs to be deployed.
Therefore, the number of nodes is fixed at design time. All
node-to-node communications are based on a ring topology.
Based on our experiments, we assume that at most two nodes
may fail in the system. Define (N 4 ¢ — 1) mod N to be the
neighbor of node (N + %) mod N. Assuming that there is no
node failure, the only requirement is that every node “hears”
(receives communication from) its neighbor. If there are
at most two node failures (e.g., node (N +i—1) mod N
and then (N +¢—2)mod N), the requirement is that
node (N +4) mod N hears nodes (N +i—1)mod N,
(N +i—2)mod N, and then (N + i — 3) mod N, respec-
tively. Therefore, under our assumption, it is not necessary that
all nodes hear all other nodes. All N nodes within the system
run the distributed algorithm, and reach a consensus based on
local decisions of C' nodes, while a subject is being detected
(C < N). Here, C is a predetermined parameter that allows

the designer to control a tradeoff between recognition accuracy
and communication requirements.

The full operation of the line-crossing recognition applica-
tion, which runs on each node after the whole system is synchro-
nized (i.e., at the communication stage), involves two phases of
operation (phases 0 and 1). In phase 0, the nodes reach a con-
sensus and decide whether the subject has crossed the line, and
in phase 1, the nodes find the place where the subject crossed
the line.

Fig. 3 shows a pseudocode representation of the proposed
distributed algorithm, as well as an example to illustrate the
message structure of the data packets used in the communica-
tion protocol. According to the use of different phases of oper-
ation, only the number of least significant bits is used in each
phase. This is explained in our discussion of Fig. 3 later in this
section. We implement such an algorithm at a node level in
terms of mode operations (i.e., Transmission and Reception) in
a TDMA-based protocol design. Note that in the algorithm op-
eration, hardware-controlled receiving and transmitting opera-
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tions are dependent on the targeted transceiver module. Since
this paper is concerned primarily with system-level design, we
do not address the details of these operations, which encapsu-
late lower level hardware configurations.

In phase O of the proposed algorithm (lines 4-22), the
nodes use a counter Cyl, to decide whether the subject is
approaching based on local decisions of C' nodes (C < N)
that sense the subject. In its turn, each node receives Cylo
from its previous neighbor (i.e., the node with ID ¢ receives
from node (N + 4 — 1) mod N, which is its “left” neighbor
in the circular, virtual linkage of nodes based on their identi-
fiers). When a node senses that the subject is approaching, it
increments Cygl, by one (line 8). Every node increments Cylo
at most once. Therefore, at any moment during the first stage
of phase 0, the value of Cy, indicates the number of nodes
that sense the subject. When Cjy, reaches C, all the nodes
reach a consensus and decide that the subject is approaching.
The node that increments Cyl, to C' is the first node to set its
approaching flag (Fapp) to 1 (line 14). In their respective turns,
all of the other nodes set their F,,, values to 1. Note that in
this phase of operation, the execution of the algorithm relies
on the count of sensing samples. The reliability of the sensing
activities determines the system performance, which further
affects the energy consumption for the overall system. Thus,
a high S/N ratio device is preferred to help sensing elements
improve performance. This will be discussed in more detail in
the following sections.

Then, the second stage of phase O starts (line 15). During
the second stage of phase 0, the subject is stepping away from
the line. Every node has increased Cgl, and stops sensing the
subject, decrements Clj, by one (line 17). Since every node in-
crements Cy), at most once, eventually all the nodes will stop
sensing the subject. Then, Cy1, will be decremented to zero.
The first node, s, that decrements Cl, to zero, starts phase 1
(line 24).

In the message structure example shown in Fig. 3, the system
is assumed to consist of at most eight nodes. Thus, in phase 0, the
least significant 6 bits are used to represent a set of eight nodes
using 3 bits, and to represent Cy1, by using the other 3 bits. In
phase 1, where it is not necessary to identify the nodes, the least
significant 6 bits are used to represent Cyep, .

In phase 1 of the proposed algorithm (lines 24—43), the nodes
find the place where the subject crossed the line. This is done by
finding which node sensed the subject the maximum number of
times, which in turn is determined using a sensing counter Cye,
in every node. Phase 1 consists of two rounds. In the first round
(lines 24-34), the maximum sensed number is found. Node s
transmits Cyey, (8) to its next neighbor. In its turn, each node
¢ transmits the maximum of the number it received from node
(N +i—1) mod N and Cse, (7). At the end of the first round,
node s receives the global maximum sensed count, MA X, =
max {Csen (%) }. Afterward, node s starts the second round (line
36), where it transmits MAX,., to its next neighbor. Every
node j—in its turn—compares MAXq,, t0 Cion (7) (line 41).
If there is a match, node j claims that it obtained the max-
imum number of senses, which means that the subject crossed
the line near node j. Otherwise, node j transmits MA X, to
its next neighbor. At the beginning of the second round, node s

holds MA Xy, which is equal to Csep (k) (0 < k < N —1).
Therefore, the second round ends at node k. That is, the subject
crossed the line near node k, and the system can be reinitialized.
Suppose several nodes sense the approaching subject the same
number of times which is equal to MAXg,,,. In phase 1 round 0,
the MA X, is found, and in phase 1 round 1, the first node out
of these nodes that receives MAX,., decides the approaching
subject has crossed nearby.

From our algorithm, it can be observed that only log C are
needed to represent Cyl, and a maximum of log IV bits are
needed to represent Cy.,. However, the time that the system
operates in phase 1 is much less than the time of operation
in phase 0. This is because the subject is stepping across the
line continuously, and when phase 1 starts, the nodes can find
the place where the subject crossed the line relatively quickly.
Therefore, the critical number of data bits for transmitting and
receiving is O (log C') instead of O (log V).

We determine the consensus threshold C based on noise in
the actual environment. For example, if the environment is clear
and there is minimal noise, we set C' = 1. If the environment
is noisy, we experiment with higher values of C' so that mul-
tiple nodes must filter out noise, and agree about an approaching
subject.

Based on a worse case analysis of the distributed algorithm,
we give our fault tolerance protocol a chance of r rounds for
every node before another neighbor is chosen. Suppose one
round takes 7" time units and m nodes fail simultaneously. In
this worse case, each node requires 7' - m - r time units for a
new neighbor to be found and assigned.

B. TDMA-Based Low-Power Protocol for Communication

TDMA-based communication protocols are often applied
in small scale wireless communication systems [14], [15] due
to their simplicity and low-power communication patterns.
Furthermore, with TDMA, collision avoidance can be guar-
anteed throughout the system. Therefore, we have employed
TDMA-based communication in the WSN system presented
in this paper. The specific protocol that we have implemented
consists of two stages: synchronization and communication.
During the synchronization stage, the nodes are synchronized
with each other. Whenever a node is powered on, it starts in the
synchronization stage with a periodic communication pattern
of transmitting and receiving one packet during each TDMA
time frame, which consists of several predefined time lots.
In each time frame, each powered node transmits one packet
and receives at most one packet. Node ¢ stays in the synchro-
nization stage until it receives a packet from its previous node
(N 4+ ¢ —1) mod N. Afterward, it enters the communication
stage for regularly communicating with other nodes in the
network.

During the communication stage, every node transmits, re-
ceives, and idles periodically based on a predefined TDMA time
schedule. In such a case, each node can power down its main
computation and communication resources when the node is
idle so that energy consumption is reduced to a minimal level.
Fig. 4 shows a schedule for a four-node TDMA-based commu-
nication protocol with the ring topology routing scheme.
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Fig. 4. TDMA-based communication pattern with a ring topology routing
scheme for a four node example.

C. The Fault Tolerance Approach

We enhance the TDMA-based protocol mentioned above so
that the fault tolerance feature is supported. This is preventing
any node failures from translating into failures in the overall
system. Here, a node failure means that a node stops processing
and communicating, for example, due to lack of energy. Without
considering fault tolerance, any node failure, in general, causes
abnormal termination of all other nodes in the system.

The approach that we use in the synchronization stage is to
have all of the nodes separately determine whether or not the
system is synchronized, in addition to the initial node clock syn-
chronization process discussed previously. The system is syn-
chronized only if all of the functioning nodes are synchronized
and agree on this situation. Once the system is synchronized,
the algorithm of system failure prevention at the communica-
tion stage can be activated.

During the synchronization stage, there are only functioning
(powered-on) nodes and powered-off nodes. Moreover, pow-
ered-on nodes will be synchronized and will enter the commu-
nication stage in a relatively short period of time. Our algorithm
for system failure prevention is not incorporated in the synchro-
nization stage. This is because a node might consider a pow-
ered-off neighbor as a failed node. Whenever a node fails in the
communication stage, the distributed system will be reorganized
automatically within the time period of a single TDMA frame.

The fault tolerance algorithm that we employ in the synchro-
nization stage operates in the following way. Suppose that there
are IV nodes in the system, and every node has a unique identifier
(ID) ¢ such that 0 < 7 < N — 1. Initially, once node 1 is turned
on, it periodically transmits a packet to node (7 + 1) mod N,
every s seconds. As mentioned previously, such a packet in-
cludes a control message field, an id field, and a global counter
field (Cg1o) with an initial value of 1. In the synchronization
stage, Cy1, counts the number of nodes that are on and are syn-
chronized. In addition, node ¢ keeps an internal synchronization
flag (Fuync), which is set to zero when the node is powered-on.
Fiync indicates that node 7 knows whether all the nodes in the
system are synchronized. Note that during the synchronization
stage, some nodes might be on while others might be off. There-
fore, the overall distributed system is not necessarily synchro-
nized at this time.

While node ¢ transmits a packet every s seconds, where s
denotes the duration of a TDMA time frame, it continuously
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tries to receive a packet from node (N + 4 — 1) mod N (i.e.,
from its “left” neighbor in the circular, virtual linkage of nodes
based on their identifiers). Whenever node ¢ receives a packet
from node (N + ¢ — 1) mod N with Cgl, < N —1, it reads the
associated value Cyj,, increments this value by 1, and transmits
it within a data packet to node (7 + 1) mod N.

Whenever a node 5 (0 < j < N — 1) is the first to receive a
packet from its predecessor (i.e., from node (N + ¢ — 1) mod
N) with Cg1o = N — 1, node j sets its internal Fyypne to 1.
Then, node j transmits a packet to node (j + 1) mod N with a
unique control message «, and Cy, is set to 0. That is, at this
point, node 5 knows that all the nodes are on and that they are
synchronized with their neighbors. Therefore, node j starts the
process of informing all other nodes in the system that all the
nodes are on and are synchronized. It does this by transmitting
the control message « to its neighbor.

Now, suppose that a node k¥ (0 < k < N — 1) and
k # j) whose Fyyne value is O receives a packet from node
(N + k —1) mod N with the control message «. Then, node
k sets its Fyync value to 1, and transmits a packet to node
(k4 1) mod N with the control message c, and with a Cy,
value of 0. When node j (i.e., the first node that set its Fgyy,c
value to 1) receives a packet from node (N + j — 1) mod N
with the control message «, node 7 knows that all the nodes in
the system have received «. Then, node j starts the communi-
cation stage by transmitting a packet to node (5 + 1) mod N
with the control message # and with a Cyj, value of zero. At
this point, all the nodes are synchronized in the system.

Note that « is transmitted as long as there are still nodes that
are not synchronized, and /3 is transmitted once all the nodes are
on and are synchronized. Moreover, the time period over which
the whole system remains in the synchronization stage must be
larger than the time difference between when the first and the
last nodes join the system plus an additional s seconds.

If our TDMA-based distributed system consists of N nodes,
the TDMA time frame of s seconds is divided into N time slots,
and each such slot lasts for a period of s/N seconds. During
slot 7 (0 < 7 < N — 1), node ¢ transmits a packet, and node
(i + 1) mod N receives that packet in its receiving window.
Here, the receiving window is defined as the longest time pe-
riod allowed for receiving packets within a given TDMA time
slot.

When node ¢ does not receive packets from node
(N+i—1)mod N (ie., if node (N +i— 1) mod N has
failed), then node ¢ starts a process to find a new neighbor.
Based on the predefined TDMA schedule, node @ shifts its
receiving window from slot (N +i—1)mod N to slot
(N +4—2) mod N and tries to receive a packet from node
(N +i—2)mod N during the next TDMA time frame.
If node % succeeds in receiving a packet from some node
(N+i—6)mod N (0 < § < N — 2), then § becomes the
new neighbor of 7 in the new, fault-adapted, virtual linkage
structure of the remaining N — ¢ functional nodes. All the
nodes between nodes 7 and (N + i — §) mod N (noninclusive)
are considered from this point onward as being nonfunctioning
nodes. That is, the corresponding TDMA time schedule on
each node is predefined initially, and is adapted as execution
evolves based on changes in system status.
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Fig. 5. (a)Preamplifier/amplifier chain block diagram. (b) Folded cascode am-
plifiers schematic for each stage.

In our proposed system, acoustic sensors will require some
amplifier and preprocessing. Optimizing the analog prepro-
cessing saves power, as shown in the next section.

III. Low-NOISE PREAMPLIFIER/AMPLIFIER CHAIN FOR HIGH
CAPACITANCE SENSORS

A low-noise amplifier/preamplifier chain is proposed for high
capacitance sensors. The large sensor capacitance increases the
charge uncertainty on the sensor node after reset. Due to the fact
that a large capacitance enhances the reset noise component of
the system’s S/N ratio, innovative techniques need to be incor-
porated in readout arrays to increase the S/N ratio. Fig. 5(a) por-
trays the block diagram of the proposed readout array for high
capacitance sensors. The readout circuitry consists of a pream-
plifier and amplifier. Each stage is a folded cascode with a class
AB push—pull output stage, as shown in Fig. 5(b). A large capac-
itor along with a leakage current source is utilized for electronic
simulation of the detector. The detector capacitance is simulated
by a 100 nF capacitor. The capacitor used for simulating the de-
tector has a capacitance that is five orders of magnitude more
than that of capacitors used in previous techniques. The sensed
signal is the voltage stored on the sensor capacitance.

Capacitive matching is also used at the amplifier input to re-
duce the reset noise at the sensor node. This method calls for an
additional capacitor to be placed at the input of the preampli-
fier/amplifier chain. The capacitance of this capacitor must be
equivalent to the capacitance seen at the preamplifier input. The
capacitance seen at the input of the preamplifier is the feedback
capacitor, C'y1, multiplied by the open loop gain of the pream-
plifier, A;. The capacitor referred to as C\a¢cn in Fig. 5(a) is
used at the amplifier input for the purpose of matching, in order
to increase the S/N ratio at the input of the preamplifier/am-
plifier chain. The matching capacitor is chosen to be equal to

TABLE 1

NOTATIONS AND EXPERIMENTAL VALUES FOR SYSTEM-LEVEL

ENERGY MODELING

687

Symbols Description Values
Vee system supply voltage 3.3V
R transceiver data rate 500Kbps
Jelk processor clock frequency 26MHz
M data length 8bits
Nej number of cycles for processing| 320(RX), 105(TX)
Nyt number of sensed samples 1-5000
tsens sensing time per sample lps
tg TDMA slot time 50ms
tp CPU processing time 1 2‘;}:;((1,});())’
tran—st transceiver startup time 200us
tran—on transceiver turn-on time 0.22ms
tADC—c ADC conversion time/sample 58.4us
1ADC-on ADC turn-on time 584 Ny ps
tmr—on timer turn-on time 50ms

the product of C¢; and A;. By using capacitive matching, we
are following the principle of impedance matching, which max-
imizes the signal power transmission into the amplifier system.

IV. ENERGY MODELING AND LIFETIME ANALYSIS

Based on the design schematic of a sensor support system
platform shown in Fig. 1 and the designed scheme of TDMA op-
erations in the network, we integrate various fine-grained energy
models to evaluate energy consumption for the whole system.
Moreover, the system-level energy model is used to evaluate
the system lifetime in the experiments and to demonstrate how
single elements of the system chain impact overall performance.

A. System-Level Energy Modeling

The proposed energy model estimates energy consumption
from a system-level point of view, i.e., considering the energy
consumption from the use of all system devices (including soft-
ware and hardware components) within the framework of our
TDMA-based protocol control scheme. Therefore, the system
energy model for which the system is running at various pro-
tocol modes can be generalized to

Em = Esens + Eamp + EADC + Emcu + Etran (1)

where Fgens, Eamp, £aDC, Fmecu, and Eiran, respectively,
denote the energy consumed by the sensor, preamplifier/am-
plifier chain, analog-to-digital converter, microcontroller,
and transceiver when the system runs in different protocol
modes—i.e., transmission, reception, and idle modes. Table I
lists all notations with their descriptions for system-level energy
modeling, as well as experimental values that are being used
in our tests, where tApc—on = Npt - tADC_c» tp = Nclk/fclk’
and tran—on = ttran—st + M/R

Specifically, when we consider the time to use various devices
on a sensor node platform, the energy consumption for which
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the system is in either transmission, reception, or idle mode is
modeled as

Em = {Vpt * [(Pscns + Pamp) tsons + PADCtADC—on]
+Ptmrttmr—on + Pproctp + Ptranttran—on + Plptlp~ (2)

Here, Npt : [(Pscns + Pamp) tsens + PADCtADC—on] is consid-
ered as the energy consumption for all sensing elements. Py,
denotes the energy consumption for the processor when the pro-
cessor stays in its low-power state. For example, in transmis-
sion (reception) mode, the platform will turn to a low-power
state after finishing its processing and communicating tasks, and
therefore ¢, = ts — (ftran—on + tp). However, in idle mode,
each sensor node platform stays in a low-power state during
the whole time slot without executing processing and commu-
nicating tasks. That is, ¢, = ttran—on = 0 and ¢;, = ¢, when
E,, = FEjqi.. We define the sensing time, tse,5, as the time that
a sensor and a sensor support amplifier complete a signal pro-
cessing operation for one sample. For example, our designed
amplifier takes approximately 1 ps to complete such a signal
processing operation for one sample in terms of its RC' time
constant. Note that the timer device is turned on all the time due
to the execution of runtime TDMA protocol control and syn-
chronization, and therefore ¢; r—on = ts.

B. System Lifetime Analysis

We analyze the average system lifetime according to the
system-level energy models described above. The system
lifetime is represented in (3), where the lifetime analysis is
derived based on the prescheduled TDMA-based communi-
cation operations along with the characteristics of hardware
and software components on each sensor node. According to
the communication protocol discussed in Section II along with
fault tolerance, all operations within a TDMA frame (7%,)
are executed periodically, frame-by-frame, until the system
fails (i.e., all nodes run out of energy). Thus, in our lifetime
model, we first estimate the average energy consumption for
each sensor node within a single communication time frame,
and then based on this estimation, the average lifetime of the
overall system (i.e., Tsys) can be estimated in terms of total
energy stored in the available batteries for each sensor node

Ebat
S)s - N Z Pfr
and

Pfr:é Ntx Z Em+er Z Em

meEtx merx

+Niae ) Enm (3)

me€idle

where N denotes the number of sensor nodes in the system,
FEbat (n) denotes the total energy stored in a given battery, and
Py, denotes the power consumption for each TDMA time frame
for node n, respectively; Nix, Nix, and N;qi. denote the number
of transmission (tx), reception (rx), and idle (idle) mode occur-
rences in a 7', respectively.
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The energy model shown in this section can be used to esti-
mate energy consumption in both the synchronization stage and
the normal communication stage. However, the time of the syn-
chronization stage is relatively short (e.g., tsens = tADC—on =
0, and t¢mr—on, tp, ttran—on are active at most once per T'y,)
compared with the time spent for the normal communication,
so the energy consumption during this stage can be omitted with
minimal loss in accuracy. Our experiments corresponding to the
use of system-level energy modeling outlined in this section will
be demonstrated in Section V.

C. Fidelity Analysis

We calculate the fidelity of the system-level energy model
based on the results of simulated versus measured energy con-
sumption. Our reason for using the metric of fidelity here is
that the design of sensor network systems depends on various
cross-layer configurations, and therefore, it is difficult to obtain
perfect accuracy of simulated energy for the purposes of fast
energy consumption evaluation and associated design space ex-
ploration considerations. For this estimation, we use the fidelity
metric to determine the trend of energy estimation based on our
energy model as an alternative to physical measurement. In this
way, the proposed energy model can be shown, in a quantitative
way, to have high accuracy when compared with actual mea-
sured results. Thus, the model can be applied with high confi-
dence to evaluate our sensor support system—and in particular,
to compare alternative system configurations—in terms of life-
time for arbitrary network size. Here, by network size, we mean
the number of sensor nodes in the network.

To measure the accuracy of our approach to system-level en-
ergy modeling, we use the estimation fidelity metric defined by

fidelity = —n @ Z Z fij 4)

1=1 j=i+1

where fij =1if sign (ML - Mj) = sign (St — Sj), and fij =
0, otherwise. Here, M;(M j) denotes the measured results and
S;(S;) denotes the simulated results, respectively.

For experimenting with fidelity calculation for the proposed
system-level energy modeling approach, we generated 20
testing points for configuring the sensor node platforms with
different combinations of supply voltages. The supply voltages
across the different platforms in our experiments could be
homogeneous or heterogeneous. For each configuration of
supply voltages, we observed the energy consumption variation
(simulated results from the energy model versus measured
results) on the nodes corresponding to the voltage changes.
Our fidelity experiments are summarized in Fig. 6, where the
fidelity value is determined to be 0.91. Note that a fidelity value
of 1 corresponds to perfect fidelity.

V. EXPERIMENTS

A. Experimental Setup

Demonstration of the discussed sensor support system for
line-crossing recognition is presented in [12]. Here, a highly
customized printed circuit board (PCB) is designed to support
individual sensor nodes. All required components (as shown in
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Fig. 6. Fidelity analysis for energy modeling.

Fig. 1) including an acoustic sensor are integrated on this sensor
support system platform. The platform executes the proposed
algorithm for line-crossing recognition. Moreover, the energy
consumption results for fidelity analysis are measured from such
a sensor node platform.

Based on the design of the preamplifier/amplifier chain, we
construct a simulation-based experiment for estimating the
system lifetime. An arbitrary number of sensor nodes in the
system can be chosen for this simulation-based experimental
environment. According to the fidelity analysis in the pre-
vious section, the analyzed results from this simulation-based
experiment are similar to the results that we observed when
we implemented the system in actual hardware with the same
configurations.

For the experimental configurations in this paper, we set up
ten sensor nodes for the integrated sensor support system such
that each sensor node takes 0.5 s to pass around information
across the whole system. That is, in this configuration, we set
T = 058, N = 10, tgot = 50 ms, Nix = Ny = 1,
and Niqie = 8. Based on these system-level configurations, we
conduct simulations for estimating the system lifetime of the
integrated sensor support system in the following context.

B. Simulation Results for Preamplifier/Amplifier Chain

We first present the simulated performance results for our
designed preamplifier/amplifier chain. These results were
presented originally in [13]. The preamplifier/amplifier chain
is designed in 0.13 pum CMOSS8RF IBM technology using the
Cadence design package (Assura). The circuit has a gain of
63 dB. The frequency response is shown in Fig. 7(a).

The input to the preamplifier/amplifier chain from the ca-
pacitive sensor is simulated by a pulse with a pulse width of
0.5 ps and amplitude of 1 mV. The pulse contains a DC offset
of 1.8 V to provide the necessary input DC bias voltage for
the signal processing chain. The equivalent output noise of the
signal processing chain is shown in Fig. 7(b). The transient
input and output waveforms for the preamplifier/amplifier chain
are shown in Fig. 8. The amplifier has a maximum equivalent
output noise of 280 uV/ v/Hz. The S/N ratio for the preampli-
fier/amplifier chain is about 5300 V/V. This value is 80 times
larger than the S/N ratio of previously reported signal processing
chains [13].
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Fig. 7. (a) Frequency response of the preamplifier/amplifier using correlated
double sampling and capacitive matching. (b) Equivalent output noise of
the preamplifier/amplifier using correlated double sampling and capacitive
matching.
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C. Simulation Results for System Lifetime Analysis

In our experiments for lifetime analysis, we consider the
case where all sensor nodes in the system execute tasks for
line-crossing recognition frame-by-frame periodically without
additional power-off mechanisms. As a practical example,
Fig. 9(a) first presents power consumption comparison between
each single element used in the sensor node platform, where the
electrical specifications except for the designed amplifier are
obtained from [16] and [17]. Note that in [17], we only consider
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Fig. 9. (a) Power consumption comparison among all devices on a sensor node
platform. (b) Energy consumption comparison depending on C'. (c) Energy con-
sumption and lifetime comparison, where simulated results are calculated in
terms of the specifications in [13], [16], [17].

the power consumption of the sensor part for our experiments
according to its provided gain information. In Fig. 9(a), it
shows explicitly that the communication element (i.e., the
transceiver) dominates overall power consumption on a sensor
node platform. Therefore, we need to consider the lifetime
problem at the system level so that designs of single elements
become appropriately tailored for integration into the overall
system. Fig. 9(b) shows how energy depends on the number C'
of nodes needed to reach consensus, where N is assumed to be
128. In Fig. 9(b), we use two experiments to compare energy
consumption for data communication between our proposed
distributed algorithm with two-phase operation and a conven-
tional approach with single-phase operation, where the time
ratios of the proposed algorithm spent in phase 0 and phase 1
are assumed to be 2:1 and 5:1, respectively. We observe from
Fig. 9(b) that the longer the duration of system operation, the
more the potential for energy savings by the proposed algorithm
(compared to the single-phase approach) for a smaller value
of C'. Note that the data to be communicated in a conventional
approach only depends on NV and is independent of C'.
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To consider the lifetime problem at the system level, in
Fig. 9(c), we first demonstrate a comparison between the total
energy consumption and the energy consumption for sensing
elements on a node platform. This comparison is done based on
energy consumption values during a single TDMA time frame.
With this system-level consideration, we reduce the transceiver
use time by minimizing the data that is required to be commu-
nicated across sensor nodes. This minimization is based on our
proposed algorithm for the targeted threat detection application.
Moreover, a TDMA-based communication protocol is used
to schedule the tasks among processing, communicating, and
idling so that the processing and communicating elements can
remain in idle states when their tasks are complete.

As the statistical results show in Fig. 9(c), once the number
of required sensing samples increases, the energy consumption
for sensing elements increases and significantly impacts overall
energy consumption for the system. When using a traditional
signal processing chain with lower S/N ratio for processing
sensing signals, multiple sensing activities are required under
different circumstances with different noise levels, because
noise interference is not predictable during the system runtime.
Many false sensing detections may occur when producing
samples from the received signals. As a result, it is difficult to
formulate a general, exact solution for the number of required
sensing samples.

Our new amplifier with high S/N ratio solves this problem
when it is integrated into the system. Regardless of interference
at any noise level, the noise will be canceled through the corre-
lated double sampling technique in our design. Therefore, only
one sensing task is required for producing each sample from the
received signal.

We also demonstrate the system lifetime comparison in
Fig. 9(c) in terms of the number of sensing samples required in
our system. In this lifetime experiment, a 3.3 V - 950 mAh ca-
pacity lithium battery is provided in each sensor node platform
so that a practical result in terms of days of useful operation
is shown in the figure. From the lifetime results, we observe
that by using our designed amplifier, the energy consumption
for sensing elements is not critical anymore because there is no
redundant sensing activity executed for maintaining the system
functionality, and one sensing activity only consumes 0.02%
of the overall energy consumption within a TDMA time frame.
In this case, our system can last 75 days since all sensor nodes
are powered-on.

However, without using our optimized amplifier, the system
lifetime drops since we require too many undesirable sensing
activities. For example, in the worse case statistical results, the
system lifetime will drop to approximately 37 days when 5000
sensing samples within a TDMA time frame are required. In
this case, the energy consumption for sensing elements may
have equivalent influence to computation and communication
elements on overall energy consumption—for example, 49.2%
of overall energy consumption is consumed by the sensing ele-
ments in our system when a conventional amplifier is used. Note
that in many practical applications where tamper-resistant de-
ployment is important, the size of each sensor node has to be
limited so that the nodes cannot be easily found or manipulated.
In such cases, batteries with very limited capacity must be used,
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and the system lifetime may drop significantly (e.g., well below
a single day) if redundant sensing activities cannot be avoided.

VI. CONCLUSION

In this paper, we have emphasized that threat detection
should be considered as a system-level problem. Single ele-
ments of the system chain individually have small impact on
overall performance. We have presented a complete system
design methodology for a practical application of distributed
line-crossing recognition, including algorithm streamlining,
communication protocol configuration, hardware/software im-
plementation, and lifetime modeling. Our proposed distributed
algorithm is useful in reducing the amount of data that must be
communicated across nodes in the network. Furthermore, the
communication protocol that we employ carefully manages the
duty cycle to achieve further improvements in energy efficiency.
Our designed protocol is fault tolerant so that node failures are
prevented from translating into failures in the overall system;
the capability to add nodes dynamically into our distributed
system is being considered in our ongoing and future work.

Our design of the preamplifier/amplifier signal processing
chain includes the important feature of ultra high S/N ratio.
Based on a series of simulation-based experiments, and our
analysis of the results of these experiments, we employ various
design techniques to improve the system lifetime. From the
experimental results, we observe the importance of considering
the system lifetime problem at the system level. We also observe
that full system integration for sensor support systems plays an
important role in influencing the design for individual compo-
nents (“elements”) that are to be used on sensor node platforms.
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